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Explainability for Deep Neural Network

Attribution Method: Explain the decision 
by assigning importance score to each 
input feature.
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SSR can make Saliency Map as robust as Smooth Gradient
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Smoothed Gradient = Saliency Map of Smoothed Model 

Original Model Smoothed Model*

Theorem 2: Given a model f(x) where , Smooth 

Gradient with standard deviation  is -globally robust where  <= 2F/  

sup
x∈ℝd

| f(x) | = F < ∞
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*the smoothed decision boundary is also discussed in [Cohen et al. 2019]
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Penalizing the largest eigen-values of the Hessian of the loss w.r.t. the input during training 
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